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Abstract: Artificial Neural Network (ANN) models are developed to predict the

rainfall in Dhaka city using Mulfilayer Prercqilrons (MLP) and Radial Basis

Function (RBF) models. Forecasting rainfall ,s important for many

msnagement applications, in particulur for Jlood warning systems. As rainfall
is geierated iin to the atmospheric processes, the necessary data on the

teiporal und spfiial scales are not feasible generally to foreclst it using

physicatly based process model. Recent developments in artificial intelligence
-provide 

an alternative approach of rainfull forecasting. This study olfers a
-description 

und comparison of the main models of Artificial Neural Networks

(ANN) which huve proved to be useful in time series forecasting und also an

applicafion of standard procedure for forecasting rainfull data series. A
iompurative study establishes that the error made by the two neural network

*odelt Multilayer Prerceptrons (MLP) and Radial Basis Function (RBF)

analyzed is less than a thyeshold vulue. The model with the best performance is

the kBF compured to MLP.

Key Words: ArtiJicial Neurul Network (ANN), Multiluyer Petceptron (MLP),
Radial Basis Funciton (RBF), rainfall forecasting.

Introduction

The weather plays a significance role in the agriculture of a country. Due to rapid

growth of the density of the population and the development of industrialization,

ihe *anage-ent of water resowces is increasingly in demand for a country. Thus,

relevant and useful information of daily, weekly or monthly rainfall analysis

could be provided to ensure that the water system management works efficiently.

As the rainfall, which can be considered as one of the most imporlant of weather

factors in Bangladesh, is roughly variable from place to place and month to
month and hence sometimes unpredictable.

From the point ofview ofthe meteorological records, the significance ofrainfall
analysis has been highlighted by hydrological and climatologically studies

because of its influence in all human activities such as agriculfure, industrial and

domestic [1]. hference problem regarding variability of rainfall such as estimation
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and hypothesis testing, involving Markov chain was considered by several
authors l2l,[31,14].

Rahman and Mian (2002) introduced a rainfall simulation model based on first
order Markov chain for annual variation in rainfall amount that is observed in
Bangladesh. Although a lot of work on forecasting of rainfall using time series
modeling (ARIMA) has been done, but there has been little attention on
forecasting rainfall data using Artificial Neural Networks (ANN) approach. There
have been a number of reported studies that have used ANNs to solve problems in
meteorology [5]. For example, K. C. Luk et al.,(2001) used three types of ANNs
(MLFN, PRNN ad rDNN) for forecasting rainfall near an urban iatchment in
western Sydney, Australia, while Hsu et a1., (1995) applied an ANN to model the
rainfall runoff process [6],[7].

Rainfall forecasting is important for many catchment management applications
particularly for flood waming system The variability of rainfall in space and time
hgwwer renders quantitative forecasting ofrainfall extremely difficult. The depth
of rainfall and its distribution in the temporal and spatial dimensions depends on
many variables such as pressure, temperature and wind speed direction. Due to
the complexity of the atmospheric process by which rainfall is generated and the
lack of available data on the necessary temporal and spatiaf scales, it is not
feasible generally to forecast rainfall using a physically based process model.
There are two possible approaches to forecast rainfall [6]. The first approach
ilvol.ves the study of the rainfall process in order to model the unoerlying
physical laws, However, this physically based process modeling approach ma!
not be feasible because:

o Rainfall is an end product of a number of complex atmospheric
process which vary both in space and time

o Even if the rainfall process can be described concisely and
completely, the volume of calculations involve may be
prohibitive and

o The data that is available to assist in definition of control
variables for the process mode.

A second approach to forecasting rainfall is based on the pattern recognition
rnethodology which attemps to recognize rainfall pattems based on their feature .

This study will reveal a comparison of the main ANN models in forecasting total
monttrly rainfall of Dhaka city. The models analyzed here are: the Muliilayer
Perceptron (MLP) and Radial Basis Function (RBF). The performance of the
model evaluated by Mean absolute percentage errors along with robust Huber M
estimator were used for the compariSon of goodness of fit criterion.

MATERIALS AND METHODS

Data

For this study, monthly rainfall data for Dhaka city, the study area, was collected
for a period of 52 years (1960-2012) from Bangladesh Meteorological
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Development (BMD) station at Agargaon, Dhaka. The total monthly rainfall

u-orrof from several successive observations me computed and feed into the

neural network Missing values were estimated by a simple arithmetic average

procedure. sPSS v20 wele used for neural network forecasting. Toral 636 rainfall
-dutu 

*."" analyzed. Moreover the software automatically slit data into three

groups; training validation and testing set. The training set was used to train the

ietwork wherJas the validation set was used to monitor or test the network

performance. The entire data are positively skewed in nature'

The Basics of Artificial Neural NetworkApproach

An ANN is a computational approach inspired by studies of the brain and nervous

systems in living organisms.-It is believed that the powerful functionality of a

biological n"*Jry.i"- is attributed to the parallel distributed processing nature

of a ietwork of c![s; known as neurons An ANN emulates this structure by

distributing the computation of small and simple processing units, called artificial

neurons, oi nodes. With this architecture, an ANN has proven to be a powerfirl

mathematical model which excels at function approximation and pattern

recognition. In recent years the study of artificial neural networks (ANN) has

-orri"d great interest. The main reason underlyng this interest lies in the facttbat

aNN arJ general, flexible, nonlinear tools capable of approximatiog ary sort of
arbitrary flrnction. Due to their flexibility as firnction appropriators, ANN are

robust methods in tasks related with pattern classification, the estimate of
continuous variables and time series forecasting [9]. In this later case, ANN offer

several potential adrcntages with respect to altemative methods-mainly ARIMA

time series models-when it comes to dealing with problems concerning non linear

data which do not follow a normal distribution [9].

trurul oonfrr{tlnnt ln

Dlndrite

dthar

Artll{rlrl n.u?ll ntlYrl

lnput prtt.rn 0utput prttrrn

lnput

Figure 1: The Neural connection in animals' biological neuron (11 
1op) 

and the

cointerpart Artificial Neural network structure (in bottom) [Eldon Y. Li, 1994]
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An ANN is formed by nodes connected together. Nodes with similar

characteristics af,e alranged into a layer. A layer can be seen as a group ofnodes
which have connectigns to other layers or the external environment, but which

have no interconnections. Shown in figure 1 is a simple ANN which consists of
three layers ofnodes along with biologicat neuron systeflrs. There are basically
tlree types oflayers. The first layer corurecti1g to the input variables is called the

input layer. The last layer connecting to the output variables is called the output

layer. A single output node is shown in Figure 1 for clarity of illustation. It is
straightforwmd to extend to multiple output nodes. Layers between the input and

output layers are called hidden layers; there can be more than one hidden layer'

Information is transmitted through the connections between nodes. In a simple

situation, information is passed forward only, as shown in Figure 1. This type of
network is called a feed forward network or multilayer feed forward neural

network (MLFI.{). The main parameters of the MLFN are the connection weights.

The estimation of parameters is known as 'training" in which optimal connection

weights are determined by minimizing as objective firnction.

AI\IN for Rainfall Forecasting

The purpose of this study is to forecast rainfall one time -step ahead. For the

development of the proposed rainfall forecasting models, the rainfall process was

assumed to be a Markovian process, which means that the rainfall value at a
given location in space and time is a function of a finite set of previous

realizations. With this assumption, a model structure can be expressed as

"i{i - U = 3fif}..:.'{i - l}.-:itr - :-""',..{{i -;* U }'e ": ,
(1)

Where,

'i{i} ."p."r"t ts a vector of rainfall values rr:' Yll.' "' r:'-: at ly' different
locations attime t,

$' ! is a nonlinear mapping function, which will be approximated using

an ANN,

r{:} is a mapping error (to be minimized) and

i; is the (unknown) number of past rainfall realizations contributing
to rainfall at the next time-step; usually, k refers to the lag of the

network; if k:l, the rainfall at the next time-step is related only to
the present rainfall, thus giving alag-l network.

Alternative Networks

There are a number of alternative ANNs which can be used to represent the

Markovian model expressed in equation (1), where the continuous process of
rainfall is being represented by a discrete process. Based on a review of these
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altematives, two suitable ANN model configurations were identified and adopted
in this study for comparison, They are

o Multilayerperceptron

r Radial Basis Functions

Both of the model SPSS software keeps, 600/o data for training, 20%o data for
training and 20o/o data for lalidation purposes. Holdout validation techniques
used for data validation.

Multilayer Perceptron

A multilayer perceptron or MLP model is made up of a layer N of input neurons,
alayer K ofa output neurons and one or more hidden layers; although it has been
show that for most problems it would be enough to have only one layer L of
hidden neurons. Figure 2 shows a typical multilayer perceptron along with the
outline for input-output pattem. In this type of frameworlq the connections
between neurons always feed forwards, that is, the corurections feed from the
neurons in a certain layer towards the neurons in the next layer.

The mathematical representation of the function applied by the hidden neurons in

order to obtain an output value &Pi* when faced with the presentation of an input

vector &;*par*gg, * rI!6* rr p,#1S* is defined by:
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Where, iL is th" activation function of hidden neurons Z, * is the threshold of
hidden neuronj, #9,} is the weight of the connection between input neurons and

hidden neuron and finally, # is the input sipal received by input neuron i for
paltemp.

In a general way, a sigmoid function is used in the hidden layer neurons in order
to give the neural network the capacity of leaming possible nonlinear function,
whereas the linear function is used in the output neuron in the event of an
estimation of a continuous variable.
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Figore 2: Semantic illustration of a three layered feed-forward neural network
also called MLP with one input layer, one hidden layer and one output layer. The
right hand side of the figure shows the data set to be used in baclpropagation
netqork models. X1,...,XN are the N input neurons, Yr,....,Yr are the output
neurons and 51, 52,.... are the observation data.

Radiat Basis Function

Radial Basis Function or RBF models are made up of thee layers just like the

MLP network [10]. The peculiarity of RBF lies in the f,act that the hidden neurons

operate on the basis ofthe Euclidean distance that separate the input vector from
the weight vector which is stored by each one (the so-called centroid), a quantrty

to which a Gaussian radial function is applied, in a similar way to the kernel
function in the kernel regression model [11].

Out of the most widely used radial functions (Gaussian, quadratic, inverse
quadratic, spline), in this study the Gaussian was applied as the activation
function of the hidden neurons on input vector, in order to obtain an ou@ut value

4r,

(3)

If input vector coincides with the centroid of neuron 7, this responds with a

maximum output (the unit0. That is to say, when the input vector is located in a
region near the centroid ofa neuron, this is activated, indicating that it recognizes
the input pattern; ifthe input pattem is very different to the centroid, the response

will tend towards zero. The normalization parameter i.e. scale factor measures the

Gaussian width, and would equal the radius of influence of the neuron in the

space of the inputs; the greater the scale parameter the larger the region
dominated by the neuron around the centroid [12].

Measure of Fit

The most widely used measrire of, fit ln the field of time'series forecasting is the

Mean Absolute Percentage Error (or MAPE) due to the fact that it is easy to
interprelit is interpreted in terms ofpercentage error-and does not depend on the

measure scale ofthe variable [13]

ii.iF5 :
(4)

Where 3p;. is the desired value for output neuron k belonging to pattem, ipi- is

the output signal of output neuron k for pattetn p, and P is the number of total
pattern analyzed. As far as the MAPE is concerned, it does not constifute a

resistant location index as it is based on the calculation of the arithmetic mean of
the percentage errors and therefore, in sensitive to the presence of outlier vales.

With the purpose of overcoming the limitations presented by the MAPE as a
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measure of fit in time series forecasting, in this study not only did we calculated

the arithmetic mean but we also obtained a resistant location estimator, the M-

estimator of Huber [4].
RESI]LT AND DISCUSSION

In accordance with the description made, a set of MLP and RBF network models

were desigred, form the manipulation of a series of parameters. kr the case of the

MLP models, different seed values were used for the initializalisn of the weights,

as well as a number (between one and four) of hidden neurons. The leaming

algorithm used was the conjugated gradients one and as an activation firnction of
*ri niaaen and output neurons, the sigmoid and linear ones, respectively [15]. As

far as the different RBF models are concerned, they were constructed by varying

the number of centroids, between 5 and 25 and the values of the normalization
parameter, between 0.2 and 1.5. For each of the two types of network model

designed, the one that showed the lowest mean absolute percentage error (MAPE,

calculated using the M-estimator of Huber) with the validation group is chosen.

Figure 3 shows the time series plot of observed monthly total rainfall series for

test data set. Figure 4 and 5 indicates the relative performance of MLP and RBF

outputs with the actual data series. Table 1 show the mean percentage eror
calculated using tle M-estimator of lluber for bach of the models selected in the

validation phasle, for the three sets of data. The values of the corresponding

arithmetic mean appear in the parenthesis.

rablel:Absolutet***H:"#;;,ff#,l"TLfFforrraining,validation

Figurb 3 Time series plot of monthly total rainfall in Dhaka city for test data
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Figure 4 Predictive accuracy chart obtained from MLp for the test data set along

with data

Figure 5 Predictive accuracy chart obtained from RBF for the test data set along
with observed data

It can be seen that the generalization error committed by each of the network
models analyzed and estirnated from the test set, is 1ess than l%. rn accordance
with the interpretation criteria for the MAPE value established by Lewis (19g2),
the two neural network models can be considered to have Lighly accurate
forecasting [16]. The model with the best performance wittr the teJ group is the
RBF than MLP model. As far as the dishibution of error is concerned]it has been
seen that in most cases they have outlier values, which is why the arithmetic
means always provides a higher value than the M-estimator value. For this pattern
recognition approach, an improvement in prediction is expected through the
collection of more data for training the model. Additionally. in order to predict
the oc^currence of the peak rainfall rate more accurately, it may be necessary to
identitr more control variables, such as wind speed and direction, and incorporate
them into the network input.
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Conclusion

Rainfall forecasting using ANNs has been the focus herein. Two tlpes of ANNs

suitable for this task were identified, developed and compared. Conceming the

procedure proposed for the application of ANN in time series forecasting, we

show the convenience, against the opinion of some authors, of cartying out

preprocessing of the time ieries so as to eliminate the systematic components in

ihem. Besidei, we propose an improvement of the most widely used performance

index to assess timl series forecaiting models, MAPE, through the calculation of

an M-estimator rather than the arithmetic mean.

With respect to overall performance of the two models analyzed, it is clear that

ANN are flexible, effective tools for all researchers interested in modeling the

behavior of time series. Future lines of research should be aimed at overcoming

the limitations in relation to the use of ANN, that is, the selection of the

parameters related with the construction of the model and the analysis of the

effect or significance ofthe input variables in the forecast carried out. This work

points out some possible directions to move in as far as this is concerned.
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